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1
ACCESSING PRIVATE DATA ABOUT THE
STATE OF A DATA PROCESSING MACHINE
FROM STORAGE THAT IS PUBLICLY
ACCESSIBLE

CROSS REFERENCE TO RELATED
APPLICATIONS

This application is a continuation of U.S. patent applica-
tion Ser. No. 13/413,176, filed Mar. 6, 2012, entitled
“ACCESSING PRIVATE DATA ABOUT THE STATE OF A
DATA PROCESSING MACHINE FROM STORAGE THAT
IS PUBLICLY ACCESSIBLE” which is a continuation of
U.S. patent application Ser. No. 10/724,321, filed Nov. 26,
2003, entitled “ACCESSING PRIVATE DATA ABOUT THE
STATE OF A DATA PROCESSING MACHINE FROM
STORAGE THAT IS PUBLICLY ACCESSIBLE”, which
issued on Apr. 10, 2012, as U.S. Pat. No. 8,156,343, the
content of which is hereby incorporated by reference.

BACKGROUND

Some of the embodiments of the invention relate to how
processors read and write state data from and to a storage of
a computer system. Other embodiments are also described.

Due to various design considerations, some processors
may write private-state data to regions in publicly-accessible
storage. The format, semantics and location of this private-
state may vary between design implementations. In literature
describing the processor, such storage regions are often
marked as “RESERVED” indicating that their contents
should not be read or modified because they contain private-
state. Unfortunately, because this data is written to publicly-
accessible storage, software applications, operating systems
or external agents (e.g., input-output devices) may access the
storage region and use the private-state stored therein inap-
propriately. Access and use of this private-state by such non-
approved entities may lead to erroneous and/or undesirable
effects for processor and platform manufacturers and end
users.

BRIEF DESCRIPTION OF THE DRAWINGS

The embodiments of the invention are illustrated by way of
example and not by way of limitation in the figures of the
accompanying drawings in which like references indicate
similar elements. It should be noted that references to “an”
embodiment of the invention in this disclosure are not neces-
sarily to the same embodiment, and they mean at least one.

FIG. 1 shows a block diagram of a computer system which
may obfuscate/encode the public storage of private-state data,
according to an embodiment of the invention.

FIG. 2 illustrates a flowchart depicting a method for read-
ing an encoded private-state data value from a private-state
storage region according to an embodiment of the invention.

FIG. 3 illustrates a flowchart depicting a method for storing
an encoded private-state data value to a private-state storage
region according to an embodiment of the invention.

FIG. 4 shows a block diagram of a computer system in
which the processor is designed to obfuscate/encode its pri-
vate-state data as written to public storage, according to an
embodiment of the invention.

FIG. 5 illustrates example functional components that may
beused to implement the obfuscation/encoding of the private-
state data, according to an embodiment of the invention.

20

40

45

50

60

2

FIG. 6 depicts a more detailed logic diagram of part of an
example address obfuscation/encoding unit, according to an
embodiment of the invention.

DETAILED DESCRIPTION

Processor state, as written to a storage, such as memory,
during operation of a processor may include two types of
information or data. One type is referred to herein as archi-
tectural data, while the other is called implementation-spe-
cific data (also herein referred to as “private data” or “private-
state data”™).

Architectural data is state information which is common to
all processors of a given class as designated by the manufac-
turer, i.e. having substantially the same high-level interface
between hardware and software. This interface is called the
instruction set architecture (ISA). The use of the same ISA on
a variety of processor implementations facilitates the ability
of software written expressly for one implementation to run
on later implementations unmodified.

An ISA defines the state available to software running on
the processor, its format and semantics, and available opera-
tion interfaces (e.g., instructions, events). Part of this ISA
specification describes how the processor may use one or
more regions in the machine’s storage (e.g., memory) to
facilitate its operations. These storage regions may be acces-
sible to software and other devices in the data processing
machine in which the processor resides (e.g., input-output
devices, etc.). The processor may use these storage regions to
store both architectural and private-state data.

For example, consider processors that have the ISA of the
Intel® Pentium® processor as manufactured by Intel Corpo-
ration, herein referred to as the IA-32 ISA. The processor may
utilize regions in storage during certain operations. For
example, when an [A-32 ISA processor enters system man-
agement mode, it stores various values to a region of storage
called the system management (SMM) state save area. A
variety of architectural data is stored (e.g., various machine
registers such as ESI, EBP, etc.) in locations and formats
which are specified in documentation for the ISA. Addition-
ally, a variety of private data is stored to the system manage-
ment state save area. In documentation for the ISA, these
private-state areas are labeled “Reserved”; the contents, for-
mat and semantics of this private data are not specified in the
ISA documentation. These “reserved” regions of storage are
referred to herein as “private-state regions”.

Different processors may be designed to have different
private-state data, also herein called “private data”. This may
be done, for example, to improve performance or reduce
manufacturing cost. For example, new internal registers may
be added, some of the old ones may be used differently, and
the format or location of their content that is to be written to
storage may be changed for greater efficiency. As a result, the
private data for these more recent processors will be different,
in content, format, semantics or location, from those of the
older versions.

Difficulty can arise when private-state data is stored in
publicly-accessible areas such as main memory or other stor-
age. Here it is possible for software such as, for example, the
basic input-output system (BIOS), operating systems, virtual
machine manager or hypervisor, device drivers, or applica-
tions and hardware such as I/O devices or other external
agents to access (i.e., read and/or write) this private-state data.
Use of this private-state data by such entities may lead to
erroneous and/or undesirable effects for processor and plat-
form manufacturers and end users. For example, if an appli-
cation depends on particular private-state data available in
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one processor implementation, it might function incorrectly
when the application is run on a different processor imple-
mentation which implements the private-state differently (or
does not implement it at all). Software that depends on private
data may also fail due to internal processor-to-memory coher-
ency behaviors/policies that change from implementation to
implementation. Software reliance on private-state data may
complicate and/or hobble implementation alternatives avail-
ableto the processor manufacturer with regard to private-state
usage. Therefore, processor manufacturers often document
such private data (and its storage in memory regions) as
RESERVED, indicating that it is subject to change in future
implementations.

The above-mentioned ability to run old software on a
newer machine assumes that the old software did not improp-
erly access a machine’s private data (which can change with
newer versions of the machine). However, it has been found
that software developers are writing application and operat-
ing system programs that do the opposite, namely accessing
and relying upon private data, as it is stored in, for example,
main memory. This creates a problem because older software
may not run properly on a newer machine, even though the
newer machine has the same architectural data as the older
machine and can still “understand” older mechanisms for
accessing stored state data (e.g., load and store instructions as
defined in the ISA). That is because some or all of the private
data may have changed in the newer machine, causing soft-
ware to function incorrectly. In addition, the manufacturer
may be reluctant to add improvements to future versions of'its
processor because doing so would risk incompatibility prob-
lems with older software.

According to an embodiment of the invention, a data pro-
cessing machine and a method of operation are described
which may discourage a software developer from writing
software that relies upon private-state data (e.g., a certain
value, its location, its semantics or its format) that is stored in
apublicly-accessible region of storage. This may allow future
versions of the machine to exhibit different behavior with
respect to private data that may be needed as the machine’s
internal hardware design evolves, yet still exhibit the same
ISA needed to run older software.

Some embodiments of the invention may encourage use of
architected interfaces to data stored as private-state data. For
example, instructions may be provided to access data that
may be stored as private-state data by specifying the identity
of the data to be accessed, rather than the location of the data
within the private-state data region. This allows implementa-
tion freedom in how the data is stored (e.g., within the private-
state region) while providing an architectural mechanism to
access the data. For example, suppose that a data element
stored in the system management state save area of the [A-32
ISA (as described above) is the value of the CS segment base
address. The storage location of this data element within the
state save area is not detailed in the ISA specification. Instead,
an instruction may be provided by the ISA which indirectly
addresses the data. The data element may be encoded and
stored in the state save area in any manner that a processor
implementation desires (or it may not be stored in the private-
state area in memory at all, and instead retained in, for
example, a special register or location within the processor).

The invention permits private-state data to be encoded in a
manner that thwarts speedy software decode of the data as
compared with the prescribed, architected interfaces.
Embodiments of the invention may vary the encoding com-
plexity depending on the target processor and platform. Once
the target processor is known, one skilled in the art can choose
an embodiment of the invention that ensures that software-
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based methods to decode the chosen encoding take longer
than using the prescribed interfaces (e.g., instructions). For
example, non-prescribed software methods may be able to
decode certain private-state data in 400 clocks (e.g., using
certain instructions and algorithms) while architecturally pre-
scribed instructions and methods would work in a fraction of
that time. An embodiment of the invention lies in the use of
certain metrics to measure the cost of private state decode,
including, for example, the metrics of time (speed) and power
consumption.

Herein the term “encoding” includes concepts such as
encrypting, ciphering, formatting, or the assignment or inter-
pretation of specific bit patterns. Encodings by embodiments
of this invention are said herein to “obfuscate” the private
data.

Referring now to FIG. 1, a block diagram of a computer
system is shown. Software 120 is running on platform hard-
ware 102. The platform hardware 102 can be a personal
computer (PC), mainframe, handheld device, portable com-
puter, set-top box, or any other computing system. The plat-
form hardware 102 includes a processor 110, storage 130 and
may include one or more input-output (I/O) devices 140.

Processor 110 can be any type of processor capable of
executing software, such as a microprocessor, digital signal
processor, microcontroller, or the like. The processor 110
may include microcode, programmable logic or hard-coded
logic for performing the execution of certain method embodi-
ments of the present invention. Though FIG. 1 shows only one
such processor 110, there may be one or more processors in
the system.

The one or more I/O devices 140 may be, for example
network interface cards, communication ports, video control-
lers, disk controllers, system buses and controllers (e.g., PCI,
ISA, AGP) or devices integrated into the platform chipset
logic or processor (e.g., real-time clocks, programmable tim-
ers, performance counters). Some or all ofthe /O devices 140
may have direct memory access (DMA) capability, allowing
them to read and/or write the storage 130 independent of, or
under the control of, the processor 110 or software 120.

Storage 130 can be a hard disk, a floppy disk, random-
access memory (RAM), cache memory, read-only memory
(ROM), flash memory, static random access memory
(SRAM), any combination of the above devices, or any other
type of storage medium accessible by processor 110. Storage
130 may store instructions and/or data for performing the
execution of method embodiments of the present invention.
The storage 130 may be a publicly accessible area of a register
file of the processor, or it may be an area outside of the
processor such as main memory.

Data about a state of the machine 112, such as the contents
of certain internal registers 114, is written to a private-state
region 132 in storage 130, where the state data as written is
“encoded” or “obfuscated.” Thus, although the location
where the state data is written is public in that it may be
accessed by /O devices 140 or software 120 (e.g., operating
system 122, application software 124) running on the plat-
form hardware 102, the encoding makes it difficult for the
state data to be reverse engineered (i.e., decoded) in a timely
manner. When the state data is to be recovered from the
storage 130, a specified decode process, e.g. a processor-
initiated decode process defined by the manufacturer of the
processor, is applied. Control over the decode process may be
linked to specific processor functions, such as specific
instructions and control signals, as discussed below. Non-
prescribed methods (alternate software instructions and algo-
rithms) for accessing the state data would not activate these
controls and accordingly may be more costly.
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The recovered state data may then be placed into the local
state 112, which may or may not be accessible to software 120
or I/O devices 140. The local state 112 may be, for example,
a region in an internal cache or registers which are not avail-
able for ungoverned access through the instruction set archi-
tecture (ISA). In some cases local state is not accessible by
software or other external agents (e.g., [/O devices). In some
cases, some or all of the local state is accessible to software or
other external agents. In other cases local state may be indi-
rectly accessible through specific interfaces (e.g., instruc-
tions). Because it is internal to the processor and not in “pub-
lic” storage, the processor can strictly dictate access to the
local state.

Although the state data as written to the publicly accessible
area of the storage 130 is in an encoded form, a manufacturer-
defined instruction that may be part of the ISA for the pro-
cessor may be used by software to recover the data from the
storage 130. The encoding should be strong enough so as to
discourage software developers from circumventing such an
instruction, when seeking to access the state data. An example
of'the internal logic needed for reading or recovering the state
data from storage, using a micro-operation or hardware con-
trol signal, will be described below with reference to FIG. 5.

In one embodiment, the encoding process used need only
be strong enough to cause an author of software 120 to apply,
in writing the software, a technique that may be prescribed by
a manufacturer of the processor for accessing the state data
from memory, rather than circumventing the technique. In
other cases, the encoding may be stronger if the manufacturer
intends to make it even more difficult for the software devel-
oper to access and rely upon the state data (including a certain
value, its location, its semantics or its format) that is in
memory.

Control signals used to control the encoding and decoding
of the private-state may be coupled with or accessed by, for
example, hardware state machines, processor instructions
(also known as macro instructions), operational modes (e.g.,
PAL modes) or mode bits or operational groups of instruc-
tions, microcode or microcode operations (uops), and hard-
ware control signals or events.

Various types of encoding processes may be used. The data
written to the private-state region of storage may be changed
prior to storage. This type of encoding process is called data
encoding. Alternatively, the addresses used to access private-
state in private-state regions may be changed. This type
encoding process is called address obfuscation and the trans-
formation from the original address to the obfuscated address
is referred to as address mapping. Data encoding and address
obfuscation are described below.

Encoding processes may be either static or dynamic. Static
encodings do not change over time as a machine is running
(and performing the encoding processes). (Static encodings
may change or be reconfigured during the processor initial-
ization/reset or boot phase, but not afterwards during running
operation.) A process that generates static encodings is called
static obfuscation. Alternatively, the encoding process may
produce encoding results which change over time while the
processor is running. These processes are referred to herein as
dynamic obfuscation.

For example, a storage format of the contents of a given
element of private-state, as written in the storage 130, may
change while the machine is executing. This is referred to
herein as dynamic obfuscation. For example, the format may
change between big-endian and little-endian according to a
random or pseudo-random sequence (which the processor
generates and tracks), whenever the state data needs to be
written to storage; this change may only affect the memory
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region(s) to which the private data is read and written. Again,
the intent here is to make it difficult to quickly reverse engi-
neer and decode the state data from a region of storage that is
publicly accessible in storage 130.

In an embodiment, when private-state data is to be written
to storage, it is written to a region of storage (e.g., main
memory) with contiguous addresses. In other embodiments
the private data region is non-contiguous, consisting of more
than one distinct regions of storage. There is no requirement
that the encoding fully populate the private-state region; i.e.,
some bits or bytes may remain unused. Some freedom in
designing the encoding and/or obfuscation functions may be
obtained by changing the private-state region size, by, for
example, making it bigger than strictly required to store the
private data. (For example, this would permit, as described
later, larger MISR (multi-input shift register) polynomials to
be used.)

In an embodiment of the invention, a multi-byte (e.g.,
32-bit “long” integer) value of state data is split into several
parts which are then stored in non-contiguous locations,
rather than all in sequence. Thus, a 4-byte value may be split
into four 1-byte values that are stored in non-contiguous
locations within a private-state region. The locations at which
the four 1-byte values are stored may change dynamically and
in a random way while the machine is operating. Of course,
the embodiment should be able to locate and decode such
data. Note that the ISA may impose certain requirements
regarding atomicity of the accesses in cases where single data
values are stored or loaded using multiple memory accesses.

In an embodiment of the invention, the address bits used to
access storage are encoded. This encoding of address bits
may change address bit ordering (or groups of address bits).
An example of this might be switching from little-endian to
big-endian formats within a given memory region. Other
address mixing mappings are possible, some involving more
elaborate transformations.

Another type of address encoding maps a set of K unique
addresses to another set of K unique addresses; that is, math-
ematically the mapping is bijective (both injective (one-to-
one) and surjective (onto)). Here, the upper address bits may
remain unchanged, while the lower-order address bits are
modified. In such cases it is possible to construct mappings
that map a given memory range back onto itself. That is, the
base address offset of the memory range is the same and the
memory region size is the same. This is an attractive solution
because only the data within the memory range is “obfus-
cated”. That is, only the address bits within the range are
mixed. FIG. 4 and FIG. 6 provide examples of one such
mapping and associated address-mixing mechanism.

Address obfuscation mechanisms may be easier to use
when the private-state regions have sizes or base addresses
that are powers of the underlying N-ary logic. Most current
processors use binary logic, hence private-state regions with
sizes or base addresses that are powers of 2 are preferable.
(Herein, binary logic and arithmetic are discussed, but N-ary
logic and arithmetic could be used, where appropriate, and
are assumed in the general case.) Filters and other mecha-
nisms may be used to manage private-state regions with sizes
or base addresses that are not powers of the N-ary logic. Such
address bit manipulations can coexist with various memory
organizations and virtual memory techniques (e.g., paging,
segmentation, etc).

Address obfuscation mechanisms may change the layout
of data within the storage, and serve to mix up the data, but
sometimes only at granularities of the storage. In most current
processors, main memory is byte addressable, hence the loca-
tion of individual bytes of a data element may be rearranged
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within the private-state region, but the data bits within indi-
vidual bytes are not changed by address obfuscation (though
they may be altered by data encoding mechanisms).

In these address-mapping embodiments, the original
address mappings may be extracted through some decode
process. This extraction is the application of the inverse func-
tion of the address mapping function. The choice of mapping
function may be made in light of this requirement; not all
address mapping functions are reversible.

An embodiment of the invention encodes the data bits
written to storage. These data encodings may reshape data
stored within the private-state region without necessarily
being constrained by addressability constraints such as the
size of addressable storage. Segments of data may be
swapped with other segments of data. For example, two
nibbles (i.e., 4-bit segments within a byte) can be swapped
within each byte. Data encodings may be bit-wise exclusive-
OR’ed with a constant XOR mask. Data may also be bit-wise
exclusive-OR’ed with the output of a multi-input feedback
shift register (MISR). Data encodings may be made using a
cryptographic function. In these embodiments, the original
data can be extracted through some decode process. That
decode process should ensure that it is faster than decode
methods available to software running on the platform (e.g.,
use of ISA-defined load and store operations, mathematical
operations, etc.). The tables 470 and 480 of FIG. 4, for
example, illustrates the use of a Vigenere-like cipher applied
to data (bytes) in a given 16-byte range of memory addresses.

Some of the embodiments listed above may be imple-
mented with static mappings. That is, they do not change
during the time the processor or platform is running. Suitable
mappings may be set at design time, during manufacture, post
manufacture, or early in system operation (e.g., during sys-
tem boot, at system power on, at processor reset). Different
processors may or may not be configured with the same static
mappings. If mappings are not bound until the system is
operational (e.g., at system boot), it is possible for a new
mapping to be chosen at each processor boot. In an embodi-
ment, different control sets (e.g., operating modes, groups of
instructions) can each use a different mapping configuration.
Within a control set, the mapping remains constant. However,
between instruction groups or modes, the mappings may (or
may not) be distinct.

Other embodiments may be implemented with dynamic
mappings that change while the processor is operating. In an
embodiment, mapping configurations can only change if
there are no outstanding encoded data currently stored in any
private-state regions in storage. This embodiment may use a
counter that is incremented when encoded data is written to a
private-state region of the storage, making it active. The
counter is decremented when the private-state region is no
longer considered active. When the counter is zero, the map-
ping configuration may be changed. In an embodiment, the
mapping configuration is stored for each private-state region
in a mapping descriptor. The mapping descriptor may be
stored in a known, un-encoded location within the private-
state region itself or maintained separately by a tracking
structure such as a queue or look-up table, which may reside
inside or outside the processor. In an embodiment, different
mappings for each private-state region are possible.

FIG. 2 illustrates process 200 for reading an encoded pri-
vate-state data value from a private-state storage region
according to an embodiment of the invention. The process
may be performed by processing logic that may comprise
hardware (e.g., circuitry, dedicated logic, programmable
logic, microcode, etc.), software (such as run on a general
purpose computer system or a dedicated machine), or a com-
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bination of both. In one embodiment, processing logic is
implemented in processor 110 of FIG. 1.

Referring to FIG. 2, process 200 begins with processing
logic determining an address for the data element (processing
block 202). Next, processing logic determines if the data
element is stored in encoded form in a private-state region of
storage (processing block 204).

An embodiment of the invention uses a microcode-gener-
ated or hardware-generated control signal which indicates to
the processing logic that the data element requested requires
decoding. Absence of this signal causes the NO path to block
250 to be taken.

If the data element is not to be decoded, then processing
logic proceeds to processing block 250, where it loads the
data element from storage at the address determined in pro-
cessing block 202. The process may then terminate. The data
loaded is not decoded; that is, no address or data decoding is
performed. Note that the data read on this path may be ordi-
nary (i.e., is not private-state data) or it may be private-state
data in its encoded form (but accessed in a non-prescribed
manner).

If, however, the data element is to be decoded, then pro-
cessing logic next determines the address at which it is stored
(the address may be obfuscated) based on the address deter-
mined in processing block 202 (processing block 210). Pro-
cessing logic next loads the encoded data element from stor-
age at the address determined in processing block 210
(processing block 220). Processing logic next decodes the
data element loaded from the private-state region of storage in
processing step 220 (processing block 230). The decoded
value is a result of process 200. The process may then termi-
nate. Often this decoded state is placed in a private state cache
or the private, local state of the processor.

FIG. 3 illustrates process 300 for storing a private-state
data value to a private-state region of storage according to an
embodiment of the invention. The process may be performed
by processing logic that may comprise hardware (e.g., cir-
cuitry, dedicated logic, programmable logic, microcode,
etc.), software (such as run on a general purpose computer
system or a dedicated machine), or a combination of both. In
an embodiment, processing logic is implemented in proces-
sor 110 of FIG. 1.

Referring to FIG. 3, process 300 begins with processing
logic determining a data value and a storage address of a data
element (processing block 302). Next, processing logic deter-
mines if the data element to be stored is a private-state ele-
ment to be stored in encoded form to a private-state region of
storage (processing block 304).

An embodiment of the invention uses a microcode-gener-
ated or hardware-generated control signal to signal the pro-
cessing logic that the data element being written requires
encoding. Absence of this signal causes the NO path to block
350 to be taken.

If the data element is not to be stored in encoded form in a
private-state region, then processing logic proceeds to pro-
cessing block 350, where it stores the data element in unen-
coded (unmodified) form to storage at the address determined
in processing block 302. The process may then terminate. The
data written is not encoded.

If, however, the data element is to be stored in encoded
form in a private-state region, then processing logic next
encodes the data element (processing block 310) and deter-
mines an obfuscated address at which to store the data ele-
ment (processing block 320). Processing logic then stores the
now encoded data element to storage at the address deter-
mined in processing block 320 (processing block 330). The
process may then terminate.
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Note that the processing performed in processing block
310 and processing block 320 may be performed in the
reverse order, i.e. obfuscation of the address value prior to
encoding of the data. Some embodiments will perform one
and not both of these processing blocks. Some embodiments
may perform the processing blocks in parallel.

Turning now to FIG. 4, a computer system 402 is depicted
in block diagram form. This system 402 has a processor 404
that is designed to support the methodology described above
for obfuscating the private-state data in storage. The proces-
sor 404 has a standard cache 410 and a private cache 416,
where the latter is not accessible to software executing on the
system 402 and is used to store the private-state data in an
un-encoded (non-obfuscated) form. In this embodiment, a
system chipset 406 is also provided to allow the processor 404
to communicate with the memory 408. The chipset 406 may
include a memory controller (not shown) as well as other
logic needed to interface with peripheral devices of a com-
puter (also not shown). In some embodiments, the function-
ality of the chipset 406, or a functional subset, may be imple-
mented in the processor 404.

In FIG. 4, the memory 408 is shown as storing, in a publicly
accessible region 418, the encoded private-state data of the
processor 404. This is an example where a cipher has been
applied to the values of the internal processor state of the
processor 404, so that the actual values cannot be easily
recovered or reverse engineered by simply monitoring and
reading the memory 408.

As described above, the obfuscation of data stored in the
encoded private-state region 418 may be achieved in a variety
of ways. FIG. 4 shows an example of one such mechanism
whereby both the data values are encoded and the data layout
is encoded/obfuscated. First data values in table 470 are
encoded using a Vigenere cipher yielding the data values
shown in table 480 (described below). Then a special map-
ping from logical address values of the private-state data to
physical address values is applied where the mapping results
illustrated in table 490. The physical addresses dictate where
the private-state data is actually stored in memory. The physi-
cal addresses are thus said to result from an encoding of the
logical addresses.

The table 470 in FIG. 4 entitled “deciphered addr/data™ has
a list of example logical addresses and their associated pri-
vate-state data values which are stored in un-encoded form in
the cache 416. Here all zero data values were chosen to
demonstrate the resulting encoding. Note that an ‘X’ repre-
sents the unencoded upper bits of the virtual and physical
address of the state data. The table 490 entitled “Private State
Memory Address Map” shows an example of the mapping
between unencoded and encoded addresses. Here, only the
low-order 4 bits are encoded.

FIG. 6. illustrates an embodiment of a programmable (pa-
rameterized) address mapping function that may be used in
the system of FIG. 4. In FIG. 6, one would load the polyno-
mial control register 604 with P.sub.0=1, Psub.1=1,
Psub.2=0, Psub.3=0 to implement primitive polynomial
x.sup.4+x.sup.1+x.sup.0 and load the Optional mask register
610 with all zeroes. This logic is an adaptation of the equa-
tions governing generic w-bit wide MISR’s and can be used
to construct various address encoding combinational logic.
The parameterized MISR state equations are:

S{t+1)=S;_(O++(PS,,_ (D)), 1=i=w-1

Solt+ D=Ig+(Po S,y ()

Here the operator “+” represents modulo 2 addition (XOR)

and “” represents modulo 2 multiplication (AND). Parameter
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“t” represents time (clock ticks), S, the state of the 1’th flip-
flop, I, the i’th input vector bit, and P, the i’th polynomial
coefficient. The P, coefficient is implicitly 1. To achieve the
address mixing embodiment of FIG. 4, replace all S,(t) with
the corresponding address A, values and S,(t+1) with output
O,. Other embodiments are possible.

Primitive polynomials of order w are useful in that they can
generate a “maximal sequence”; that is, they can generate all
w-bit wide binary combinations or patterns. Primitive poly-
nomials of up to degree 300 (300 bits wide) and even higher
orders may be used.

To illustrate the above function, using F1G. 4, to access data
at logical address offset 0001 (as shown in entry 471), the
physical memory at location 0010 is accessed (as entry 491
shows). The un-encoded content value (see entry 471) asso-
ciated with this address in this case happens to be all zeros.
However, when stored in encoded form as shown in entry 481,
a non-zero bit string (i.e., 11110101) appears in the public
region 418 of the memory 408. (This encoding cipher is
described in more detail later.) Although limited bit widths
are shown for convenience, the technique may be applied to
wider or parallel, bit-sliced data.

Storage and recovery of the encoded private-state data in
memory 408, as shown in FIG. 4, may be implemented using
the logic blocks shown in FIG. 5. For this example, a special
micro-operation (e.g., control signal) has been defined for the
processor to use when storing or recovering private-state data
from storage.

An address generation unit (AGU) 504 receives a special
micro-operation and, in this embodiment, computes a logical
address having a high component and a low component. In an
embodiment, the logical address is a virtual address. In
another embodiment, as shown in FIG. 5, the logical address
is a linear address as found in Intel® Pentium® processors. In
yet another embodiment, the logical address is a physical
address and no translation of the high address bits need be
done. In FIG. 5, the high component of the address is fed to a
linear-to-physical address translation block (also referred to
as a translation look-aside buffer or TLB) 508 which trans-
lates this high component of the linear address (that may be a
virtual page number) into part of a physical address 509.

An address obfuscation/encoding unit 514 is to receive in
this embodiment the low portion of the linear address value
that is associated with the given private-state data of the
processor. In response, the address obfuscation unit 514
translates this low component of the linear address to provide
another portion of the physical address 509. The value of this
portion of the physical address is a mixed or encoded version
of the linear address, as described above with reference to
FIG. 1 and FIG. 4, for example.

In an embodiment, the special micro-operation or uop sig-
nal (control signal) determines if the address encoding unit
514 is to encode the low-order address bits. If the control
signal is not asserted, the low-order address bits can pass
through un-encoded, or bypassing the unit 514. Even when
the encoding control signal (or signals) are asserted, some
address bits may pass though un-encoded. This might occur,
for example, if only a subset of the address bits need encoding
when the private-state memory region is smaller than the
address space size addressable by the low-order bits. Other
embodiments exist where address encoding occurs after lin-
ear-to-physical address translation and therefore can handle
encodings of address spaces that are larger than a virtual-
memory page. An advantage of the embodiment shown in
FIG. 5 is that the linear-to-physical translation occurs in par-
allel with the encoding operation instead of serially, so it is
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potentially faster. Also, encodings are often only necessary
for private-state memory regions that are smaller than the
virtual-memory page size.

The high component of the physical address (generated by
the TLB 508) and the low component of the physical address
(generated by the address obfuscation/encoding unit 514)
when concatenated, produce physical address 509, which
points to the actual location in the memory 408 where the
given state data is stored. The physical address 509 is, in this
embodiment, first applied to the cache 410 and if this results
in a miss, the contents of the location are fetched from the
memory 408 or stored to memory 408 (depending on whether
the operation is a load or store). Other arrangements of the
memory hierarchy are possible.

Note that in this embodiment, a region that has been des-
ignated in the memory 408 for storage of the private-state data
may occupy only a portion of a page, and may be aligned to a
virtual memory page boundary. In that case, only the page-
offset portion of the linear address (that is the low portion of
the linear address), is passed through the address obfuscation/
encoding unit 514, to produce the encoded physical page
offset. Other implementations are possible. In addition, the
address obfuscation/encoding unit 514 may contain range-
selection logic, so that only addresses within specific regions
of memory are encoded. With this logic, the storage region
may not be required to be aligned to a virtual memory page
boundary or, as discussed earlier, a power of 2 in size. Inter-
nally, the address obfuscation/encoding unit 514 may be
implemented using microcode, software, lookup tables,
fixed-function logic, programmable logic or any combination
of'these techniques (see F1G. 6 for a key element of one such
implementation).

Still referring to FIG. 5, note that in this embodiment the
processor’s standard cache 410 is used to store the encoded or
obfuscated private-state data. When there is encoded content
510 to be delivered from either the cache 410 or memory 408,
it may be decoded using a data decoding/encoding unit 524.
The decoded content value 520 is then, in this embodiment,
stored in the private-state area 516 of the processor. As before,
cache 410 and memory 408 are publicly accessible (e.g., by
the operating system), whereas the private-state area is only
accessible to the inner workings of the processor. The data
decoding/encoding unit 524 may also be used in reverse,
when writing the private-state data in encoded form to stor-
age. In such an embodiment, the unit 524 would encode a
content value that may originate from the private-state area
516.

In some embodiments, special instructions may be pro-
vided in the processor’s ISA for accessing some or all of the
private-state data. These instructions when executed may
result in the transfer of un-encoded data from the private-state
area 516 (see FIG. 5), or they may dispatch special micro-
operation or hardware control signals to access the region 418
in memory 408 (see FIG. 4) in which the private-state data is
stored in encoded form. While other instructions of the ISA
(e.g., normal load and store instructions) may be able to
access the public regions of the memory 408 and/or the cache
410, the results of such read accesses will be private-state data
values that have either their address values obfuscated and/or
the data content encoded. Accordingly, without special hard-
ware assistance, it may not be possible to reverse engineer or
otherwise recover the private-state data in a timely fashion.

Although the above-described mechanism has logic com-
ponents that are implemented inside a processor device, other
organizations are possible in which some or all of the encod-
ing logic is implemented in the system chipset, for example.
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In addition, special bus cycles may be defined for accessing
the private-state region 418 of the memory 408 (FIG. 4).

Turning now to FIG. 6, a more detailed design of an
example, programmable 4-bit, address bit obfuscation (en-
coding) mechanism is shown. This design may be used in the
address obfuscation/encoding unit 514 of FIG. 5 and to gen-
erate the logical-to-physical address mapping (for the low-
order bits) in FIG. 4.

The logic diagram of FIG. 6 is an embodiment of a com-
binational logic portion of a 4-bit wide, multi-input linear
feedback shift register (MISR) with a fourth-order polyno-
mial using the method described above. This combinational
logic is fed by the polynomial control register 604, the
optional mask register 610, and the input address source 606.
Note that this logic is not an entire MISR, but does leverage
the mapping properties of an MISR.

In FIG. 6, the polynomial control register 604 is loaded
with the binary coefficients of a polynomial. For example, to
configure the circuit of FIG. 6 to implement the logical-to-
physical address mapping illustrated in FIG. 4 that maps with
primitive polynomial x*+x*+x°, one would load the polyno-
mial control register 604 with binary coefficients P,=1, P,=1,
P,=0, P;=0. The address bit vector 0000 will map to 0000, if
the optional mask register 610 is set to 0000. The input
address source 606 represents the 4-bit logical address to be
encoded. The optional mask source 610 (e.g., control register)
permits different mappings to be constructed.

As described above, the mask register 610 and polynomial
control register 604 may be changed dynamically at run time.
For example, the values that are loaded may be derived from
apseudo-random data source during power-on reset process-
ing. This may thwart attempts to access private-state data or to
circumvent any prescribed access methods (such as a special
ISA instructions described above). FIG. 6 is an embodiment
which is reasonably efficient and permits programmability
with binary coefficient and mask values and a modest amount
of hardware with relatively few gate delays. Other logic
designs are possible for implementing the address obfusca-
tion/encoding unit 514. Additional logic or content address-
able memory (CAMs) may be used to further restrict the
range of addresses modified by the address bit encoding
mechanism. In addition, more complex logic may be
designed for the encoding and decoding processes to, for
example, strengthen the encoding (if needed).

The encoding of the content values of the private-state data
may be accomplished in a way similar to those described
above for address obfuscation. One approach is to XOR-in
the logical address offsets (for aligned regions of private-state
data), or XOR-in some constant seed value, with the contents
of a given element of private-state to be encoded. A more
sophisticated encoding mechanism may be used on a stream
of private-state data values. A variant of a feedback shift
register technique (linear, non-linear, multi-input, etc.) may
be used with an initial seed. The initial seed is defined to be
the initial state loaded into the feedback shift register. For
each data value in succession, the shift register may be
advanced and its contents bit-wise XOR-ed to the contents of
the internal register. This is referred to as a Vigenre cipher and
anexample ofthis is shown in tables 470,480 of F1G. 4 above,
where each unencoded content (data) value in 470 is zero
(e.g., entry 471) but does not appear as such when stored in
encoded form in 480 (e.g., entry 481) in memory 408. With
this cipher, the shift register is used to generate a pseudo-
random sequence of bit-wise XOR masks. In this case as each
pseudo-random byte-wide mask is produced by an MISR (see
480), it is bit-wise XOR’ed with the next data value in the
address sequence. Only the polynomial and initial shift reg-
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ister seed value is needed to regenerate the exact same
sequence again. In an embodiment, the encode and/or decode
unit’s configuration information (e.g., polynomial and initial
seed) could be stored along with the encoded state region in
memory 408. To decode the private-state, the configuration
information (e.g., polynomial and initial seed) would be
retrieved (and possibly decoded using another fixed encoding
technique), and then used. As long as each mask in the
sequence is applied to the corresponding data in the same
order (e.g., one mask applied per addressable data unit), the
bit-wise XOR masking will produce (decode) the original
data. As discussed previously, the polynomial and initial
MISR seed values may be changed (e.g., boot time, run time,
etc) using various methods or change constraints. To recover
the original data, the decode method(s) appropriate for the
encoding method(s) originally used should be applied, i.e. to
undo the encoding. Vigenre ciphers are just one example of a
private-state data value encoding mechanism, which is effi-
cient and permits programmability with simple binary coef-
ficient lists, seeds, etc., and a modest amount of hardware
with only a few gate delays. Other embodiments are also
possible.

In an embodiment of the invention, the processor may
make use of the private-state region 132 in storage (see FIG.
1) at transitions between modes of operations of the proces-
sor. For example, the processor may access the private-state
region when entering system management mode (SMM) as
described above. These transitions between modes of opera-
tion are referred to herein as mode switches. Mode switches
include, for example, movement between normal and system
management mode, between a virtual machine (VM) and a
virtual machine monitor (VMM) in a virtual machine system,
between a user-level operating system process and the oper-
ating system kernel, etc.

In an embodiment of the invention, the processor may
make use of the private-state region 132 in storage at any time
after designation of the private-state region. For example, in a
virtual machine system, the VMM may allocate a region in
storage for the processor’s use during virtual machine opera-
tion. The VMM may indicate the location of the private-state
region to the processor (e.g., through executing an instruction
defined in the ISA). After the processor receives this indica-
tion, it may be free to utilize the private-state region as it sees
fit. For example, the processor may access the private-state
region during transitions between a VM and the VMM (i.e., at
mode switch points). Additionally, the processor may access
the region during operation of a VM or the VMM. For
example, the processor may access control information from
the private-state region or the processor may store temporary
values in the private-state region.

The ISA may also provide a mechanism by which the
VMM may designate that a private-state region should no
longer be used (e.g., by executing an instruction). In other
embodiments, private-state regions may be designated using
other methods. For example, a private-state region may be
designated by writing to model-specific registers (MSRs),
executing instructions in the ISA, writing to locations in
storage, etc.

Although the above examples may describe embodiments
of the present invention in the context of execution units and
logic circuits, other embodiments of the present invention can
be accomplished by way of software. For example, in some
embodiments, the present invention may be provided as a
computer program product or software which may include a
machine or computer-readable medium having stored
thereon instructions which may be used to program a com-
puter (or other electronic devices) to perform a process
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according to an embodiment of the invention. In other
embodiments, operations might be performed by specific
hardware components that contain microcode, hardwired
logic, or by any combination of programmed computer com-
ponents and custom hardware components.

Thus, a machine-readable medium may include any
mechanism for storing or transmitting information in a form
readable by a machine (e.g., a computer), but is not limited to,
floppy diskettes, optical disks, Compact Disc, Read-Only
Memory (CD-ROMs), and magneto-optical disks, Read-
Only Memory (ROMs), Random Access Memory (RAM),
Erasable Programmable Read-Only Memory (EPROM),
Electrically Erasable Programmable Read-Only Memory
(EEPROM), magnetic or optical cards, flash memory, a trans-
mission over the Internet, electrical, optical, acoustical or
other forms of propagated signals (e.g., carrier waves, infra-
red signals, digital signals, etc.) or the like.

Further, a design may go through various stages, from
creation to simulation to fabrication. Data representing a
design may represent the design in a number of manners.
First, as is useful in simulations, the hardware may be repre-
sented using a hardware description language or another
functional description language. Additionally, a circuit level
model with logic and/or transistor gates may be produced at
some stages of the design process. Furthermore, most
designs, at some stage, reach a level of data representing the
physical placement of various devices in the hardware model.
In the case where conventional semiconductor fabrication
techniques are used, data representing a hardware model may
be the data specifying the presence or absence of various
features on different mask layers for masks used to produce
the integrated circuit. In any representation of the design, the
data may be stored in any form of a machine-readable
medium. An optical or electrical wave modulated or other-
wise generated to transmit such information, a memory, or a
magnetic or optical storage such as a disc may be the machine
readable medium. Any of these mediums may “carry” or
“indicate” the design or software information. When an elec-
trical carrier wave indicating or carrying the code or design is
transmitted, to the extent that copying, buffering, or re-trans-
mission of the electrical signal is performed, a new copy is
made. Thus, a communication provider or a network provider
may make copies of an article (a carrier wave) embodying
techniques of the present invention.

In the foregoing specification, the invention has been
described with reference to various techniques for accessing
data about the state of a data processing machine from pub-
licly accessible storage. It will, however, be appreciated that
various modifications and changes may be made thereto with-
out departing from the broader spirit and scope of embodi-
ments of the invention, as set forth in the appended claims.
The specification and drawings are, accordingly, to be
regarded in an illustrative rather than a restrictive sense.

What is claimed is:

1. A method for operating a data processing machine, com-
prising:

applying by a processor an encoding process to private-

state data of said processor, where the private-state data
captures a state of the processor;

writing, to a location in storage, said encoded private-state

data, the location being one that is accessible to software
written for the processor; and

reading by the software the encoded private-state data from

the storage using an instruction that causes the processor
to decode the encoded private-state data and store the
decoded private-state data in a private-state area acces-
sible to software only by using the instruction; wherein
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the private-state data refers to one of content of an inter-
nal register of the processor that is not explicitly identi-
fied in an instruction manual for the processor, and con-
tent of an internal register of the processor that is
explicitly identified in the instruction manual but is
stored in one of a format and a location that is not
explicitly identified in the instruction manual.

2. The method of claim 1 wherein the encoding process is
to thwart an attempt at recovering the private-state data from
the storage by a second process different from the decoding
process.

3. The method of claim 1 wherein the encoding process is
configured to cause an author of the software to apply, in
writing said software, a technique prescribed by a manufac-
turer of the processor for accessing the private-state data from
storage rather than circumventing said technique.

4. The method of claim 1 wherein the private-state data is
written to one of a publicly accessible location in a register
file of the processor, cache, and memory.

5. The method of claim 1 wherein during the encoding
process the location of written contents of a given internal
register of the processor changes arbitrarily at least once,
while repeating the applying and the writing.

6. The method of claim 1 wherein during the encoding
process a storage format of written contents of a given inter-
nal register of the processor changes arbitrarily at least once
between big-endian and little-endian, while repeating the
applying and the writing.

7. The method of claim 1 wherein during the encoding
process a cipher is applied to the contents of a given internal
register to produce an encoded value which is then written to
the location in storage.

8. The method of claim 1 further comprising storing recov-
ered state data in a private storage of the processor.

9. An apparatus for operating a data processing machine,
comprising:

a data processing machine having a private internal state,
the internal state to change as the data processing
machine executes instructions provided to itself as part
of'a program, wherein the data processing machine is to
encode data about the internal state and write the
encoded state data to a location in a storage unit, wherein
the location is readable by an instruction set architecture
of'the data processing machine using an instruction that
causes the data processing machine to decode the
encoded state data and store the decoded state data in a
private state area accessible to software only by using the
instruction;

wherein the data about the internal state refers to one of
content of an internal register of the data processing
machine that is not explicitly identified in an instruction
manual for the data processing machine, and content of
an internal register of the data processing machine that is
explicitly identified in the instruction manual but is
stored in one of a format and a location that is not
explicitly identified in the instruction manual.

10. The apparatus of claim 9 wherein the data processing
machine is a processor that has a special read micro-opera-
tion, to be used when the processor is to recover said state data
from the storage unit.

11. The apparatus of claim 10 wherein the processor fur-
ther includes an internal cache and is to also write the encoded
state data to a public location in the cache.

12. The apparatus of claim 10 wherein the processor is to
recover the state data and write the recovered state data to a
private location in the processor.
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13. The apparatus of claim 10 wherein the processor is to
recover the state data and configure itself with the recovered
state data in preparation for resuming execution of a sus-
pended task.

14. The apparatus of claim 10 wherein the processor com-
prises a manufacturer-defined instruction that, when executed
by the processor, recovers the state data from the storage unit.

15. The apparatus of claim 9 wherein the data processing
machine is a processor for which a special micro-operation is
defined for accessing the encoded state data from the storage
unit, and wherein the processor further comprises an address
obfuscation unit to receive an address value associated with
given state data of the processor, the address value having
been derived from a dispatch of the special micro-operation,
the obfuscation unit to provide an encoded, physical address
value that points to the actual location in the storage unit
where the given state data is stored.

16. The apparatus of claim 9 wherein the data processing
machine is a processor for which a hardware control signal is
defined for accessing the encoded data from the storage unit,
and wherein the processor further comprises an internal
cache, a data conversion unit to receive a data value from the
internal cache as a result of a cache hit derived from the
hardware control signal, the conversion unit to decode the
data value into actual state data of the processor.

17. A computer system comprising:

a processor; and

a main memory communicatively coupled to the processor

and having a public region designated to store the pro-
cessor’s private-state data in encoded form, the instruc-
tion set architecture of the processor including an
instruction to decode and read said the private-state data
from the public region;

wherein the private-state data refers to one of content of an

internal register of the processor that is not explicitly
identified in an instruction manual for the processor, and
content of an internal register of the processor that is
explicitly identified in the instruction manual but is
stored in one of a format and a location that is not
explicitly identified in the instruction manual.

18. The system of claim 17 wherein the processor encodes
the private-state data prior to storing it to the public region.

19. The system of claim 17 wherein the processor decodes
a value read from the public region prior to using it.

20. The system of claim 17 wherein the processor further
includes an internal storage unit in which a public region is
designated to store a copy of said private-state data in encoded
form.

21. The system of claim 20 wherein the internal storage
unit is one of a cache and a register file.

22. The system of claim 20 wherein a private region is
designated in the internal storage unit to store said private-
state data in unencoded form.

23. The system of claim 20 further comprising a system
chipset communicatively coupling the processor to the main
memory.

24. A method for operating a data processing machine,
comprising:

encoding private state data about a state of the data pro-

cessing machine; and writing, to a location in storage,
the encoded private state data, the location being read-
able to software that is running on the data processing
machine using an instruction that causes the data pro-
cessing machine to decode the encoded private state data
and store the decoded private state data in a private state
area accessible to software only by using the instruction;
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wherein the private state data refers to one of content of an
internal register of the data processing machine that is
not explicitly identified in an instruction manual for the
data processing machine, and content of an internal reg-
ister of the data processing machine that is explicitly
identified in the instruction manual but is stored in a
format or location that is not explicitly identified in the
instruction manual.

25. The method of claim 24, wherein the encoding com-
prises ciphering a value of the private state data to yield said
encoded private state data.

26. The method of claim 24, wherein the private state data
about the state of the data processing machine is one of a
register value and a value from the storage.

27. The method of claim 24, wherein the encoding com-
prises address encoding to obfuscate an address value of the
private state data.

28. The method of claim 24 further comprising recovering
the private state data from the storage according to a decoding
process.

29. The method of claim 28 wherein the recovering com-
prises reading a plurality of values from memory; and com-
bining the read plurality of values to form a single unencoded
value of said private state data.

30. The method of claim 28 wherein the recovering com-
prises reading a plurality values from one or more discontigu-
ous locations of memory; combining the read plurality values
to form a single value; and decoding the single value to form
an unencoded value of said private state data.

31. The method of claim 28 further comprising storing the
recovered private state data in a private storage of the data
processing machine.
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